**Database Design Review**

CSC 6712 Distributed Storage Systems

**Overview**

You will review the design of an existing distributed storage system to determine the tradeoffs made in its design.  You will give a 15-minute presentation about one system.  Presentations will be done individually (no groups).  See the rubric for specific aspects of the design that you should address.  A list of papers about various distributed systems is provided below.  I chose databases with published papers since it will be easier to find relevant details.
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